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ABSTRACT  

In most of the financial statements audits, Different Estimation and Mean per Unit (MPU) methods are often 
used to estimate the error or the audit value of the population.  In this research we compare Mean per Unit to 
Different Estimation methods and study the characteristics of the estimates. In each of these methods we focus our 
study on Simple Random Sample (SRS) and Stratified Sample designs.  Most of the financial data are strongly 
positive skewed, and our primary interests are only on these types of data. For each case, our simulations consisted 
of 1,000 replications. 
 
 For a fixed sample size, we estimate the total audit value of the population using Difference Estimation and 
MPU methods. We then calculate the coverage probability and precision for each of these cases. The coverage 
probability is the probability that the true value is within the confidence interval. We ideally want the coverage 
probability to be closer to the stated (1- α) level.  The estimator with larger precision is not useful for decision makers 

or to book the adjustment in financial statements. In addition to the coverage probability and precision we also 
examine the convergence rate of the estimator to the true value in our simulation study. 
 
 Based on the simulation results the coverage probability for the difference estimation method is very low. 
The same pattern holds for the stratified design. We notice that both the precision and the coverage probability 
significantly improved in the stratified design. The MPU method provides better coverage probability than the 
difference method. However the difference method is better than the MPU method in terms of relative precision. 
These results are consistent for SRS and stratified designs. Differences in coverage probability and relative precision 
between the two methods narrows for stratified sampling designs. 
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INTRODUCTION  

In financial audits Difference Estimation and Mean Per Unit (MPU) methods are commonly used to estimate 
the audit value. In the difference estimation method audit value is defined as book value plus error. In the MPU 
method total audited value is directly estimated from sample audited value. 

 
We get better result in sampling when the population data is normally distributed. The normally distributed 

data is in the form of the traditional bell shaped curve where the mean and median are equal. But, in practical, this is 
not the case most of the time. We know empirically that financial data is highly positively skewed. That is, few very 
large dollar transactions relative to mid to small transactions.  The statistical sampling in financial audit requires 
certain level of confidence.  But when the data is highly skewed we are not assured that we achieve that confidence 
level.   

 
We randomly simulate audit errors based on various error rates for a skewed population. We then randomly 

select samples from the population for SRS and stratified designs and calculate point estimates, confidence intervals 
and relative precisions of the estimated audited values for difference and MPU methods.  We also calculate and 
compare the coverage probability with the confidence level to see if we achieve the target value.    
 

PRECISION ANALYSIS 

We generated a positively skewed population of size 1500. A 10 percent error rate was assigned to the 
population and the audited values are calculated by adding the book value to the error. The total error in the 
population is four percent of the book value.  For difference estimation method the total error in the population was 
calculated and then added to the book value to get the audited value of the population. For mean per unit method the 
audited value of the population was directly calculated from the sample. We also calculate 90% percent confidence 
level and the relative precision of the estimator. 

 

Simple Random Sample 
 

Table 1: Precision (Population Size = 1,500, SRS Sample Size = 120, Error Rate = 10% and Total Error = 4% of 
Book Value) 

 
 

Sample Size 
Precision for Difference Estimation 
Method (Audit Value = Book Value 
+ Error 

Precision for Mean Per Unit 
Method (Estimate Audit Value 
Directly) 

120 10% 91% 

180 8% 83% 

240 7% 77% 

 
We now increase the error rate to 40 percent. Total error is eight percent of the book value. Below is the simulation 
result of the precision for different sample sizes. 
 
 
Table 2: Precision (Population Size = 1,500, SRS Sample Size = 120, Error Rate = 40% and Total Error = 8% of 
Book Value) 
 

 
Sample Size 

Precision for Difference Estimation 
Method (Audit Value = Book Value 
+ Error 

Precision for Mean Per Unit Method 
(Estimate Audit Value Directly) 

120 145% 92% 

180 37% 85% 

240 28% 78% 
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The precision improves for both methods when the sample size increases. The precision for difference method is 
better than the precision for the mean per unit method for large samples. 

 

 
Stratified Sample Design 

Table 3: Precision (Population Size = 1,500 [5, 48, 255, 535, 657], Stratified Sample Size = 120, Error Rate = 10% 
and Total Error = 4% of Book Value) 
 

 
Sample Size 

Precision for Difference Estimation 
Method (Audit Value = Book Value 
+ Error 

Precision for Mean Per Unit 
Method (Estimate Audit Value 
Directly) 

120 ( 5, 15, 40, 35, 25) 6% 15% 

180 ( 5, 20, 55, 55, 45) 5% 12% 

240 ( 5, 25, 70, 75, 65) 4% 10% 

 
We now increase the error rate to 40 percent. Total error is eight percent of the book value. Below is the simulation 
result of precision for various sample sizes. 

 
Table 4: Precision (Population Size = 1,500 [5, 48, 255, 535, 657], Error Rate = 40% and Total Error = 8% of Book 
Value) 

 
 

Sample Size 
Precision for Difference Estimation 
Method (Audit Value = Book Value 
+ Error) 

Precision for Mean Per Unit Method 
(Estimate Audit Value Directly) 

120 ( 5, 15, 40, 35, 25) 7% 18% 

180 ( 5, 20, 55, 55, 45) 5% 15% 

240 ( 5, 25, 70, 75, 65) 4% 12% 

 
The estimator with larger precision is not useful for decision makers or to book the adjustment in financial 

statements. The precision is inversely proportional to the sample size for both methods. The precision for difference 
method is better than the precision for the mean per unit method. These results are consistent with the results for the 
SRS method for large samples.  
 
 

THE SAMPLING DISTRIBUTIONS AND THE CONVERGENCE RATE OF ESTIMATORS 

In this section we study the sampling distributions and the convergence rates of MPU and difference 
estimators for the second population (POP2).  We simulate SRS and stratified samples of size 120 and calculate the 
MPU and the difference estimators. We then draw the histograms for each case to study the distribution.  We also 
calculate the bias of the estimators from the simulation runs and plot the bias along the y-axis and the number 
replications in the x-axis. The results given herein are for the higher error rate (40%) population.  
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Sampling Distribution  
 
Below are the graphs of sampling distribution and the convergence behavior of the estimators.  
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Bias of the Total: MPU and Difference Estimation Method (SRS, n = 120) 
 

 

         Bias of the Total: MPU and Difference Estimation Method (Stratified, n = 120) 
 

 
 
 
 
It is clear from the graph that the convergence behavior of the bias for the difference method is more stable.    
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COVERAGE PROBABILITY 

The coverage probability is the probability that the true value is within the confidence interval. We ideally 
want the coverage probability to be closer to 1- α.  We calculated the coverage probability and compared with the 
confidence level for both the Difference Estimation and the MPU methods. Below are the simulation results of 
coverage probability for SRS and stratified designs with various error rates. 

 
Simple Random Sample Design 
 
Table 5: Coverage Probability (Population Size = 1,500, Error Rate = 10% and Total Error = 4% of Book Value) 
 

 
 Sample Size 

Coverage probability for Difference 
Estimation Method 
(Audit Value = Book Value + Error) 

Coverage probability for 
Mean Per Unit Method 
(Estimate Audit Value 
Directly) 

120 0.31 0.62 

180 0.35 0.63 

240 0.35 0.69 

 
We now increase the error rate to 40 percent. Total error is eight percent of the book value. Below is the simulation 
result of coverage probability for various sample sizes. 
 
Table 6:  Coverage Probability (Population Size = 1,500, Error Rate = 40% and Total Error = 8% of Book Value) 
 

 
Sample Size 

Coverage Probability for 
Difference Estimation Method 
(Audit Value = Book Value + 
Error) 

Coverage Probability for 
Mean Per Unit Method 
(Estimate Audit Value 
Directly) 

120 0.55 0.62 

180 0.60 0.68 

240 0.66 0.70 

 
It is clear from the simulation results that SRS design produces poor coverage probabilities for both methods and the 
coverage probability increases as the error rate and sample size increases. The mean per unit method is marginally 
better than the difference estimation method. 
 

 
Stratified Sample Design 

Table 7: Coverage Probability (Population Size = 1,500 [5, 48, 255, 535, 657], Error Rate = 10% and  
Total Error = 4% of Book Value) 
 

 
Sample Size 

Coverage probability for 
Difference Estimation Method 
(Audit Value = Book Value + 
Error) 

Coverage probability for 
Mean Per Unit Method 
(Estimate Audit Value 
Directly) 

120 ( 5, 15, 40, 35, 25) 0.55 0.86 

180 ( 5, 20, 55, 55, 45) 0.66 0.88 

240 ( 5, 25, 70, 75, 65) 0.77 0.88 
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We now increase the error rate to 40 percent. Total error is eight percent of the book value. Below is the simulation 
result of coverage probability for various sample sizes. 
 
Table 8: Coverage Probability (Population Size = 1,500 [5, 48, 255, 535, 657], Error Rate = 40% and 
Total Error = 8% of Book Value) 
 

 
Sample Size 

Coverage Probability for 
Difference Estimation Method 
(Audit Value = Book Value + 
Error) 

Coverage probability for Mean 
Per Unit Method 
(Estimate Audit Value Directly) 

120 ( 5, 15, 40, 35, 25) 0.82 0.83 

180 ( 5, 20, 55, 55, 45) 0.85 0.86 

240 ( 5, 25, 70, 75, 65) 0.83 0.87 

 
The results of the stratified design are consistent with the results of the SRS. The mean per unit method outperforms 
the difference estimation method. 

 
 

CONCLUSION 

The estimator with larger precision is not useful for decision makers or to book the adjustment in financial 
statements. In general, the precision for difference method is better than the precision for the mean per unit method 
for SRS and stratified designs. The precision improves for both methods when the sample size increases. In many 
cases, the difference estimation method outperforms the mean per unit method. 

For SRS it is clear from the simulation results that difference estimation method produces poor coverage 
probabilities.  The coverage probability increases as the sample size increases. The mean per unit method 
outperforms the difference estimation method. 

From the graph we see that the difference estimator converges smoothly to the true value. The mean per 
unit estimator oscillates and converges to the true value. 

For skewed population SRS is not reliable since it produces large precision and poor coverage probability. 
Since the difference estimation method produces poor coverage probabilities the mean per unit estimator is 
preferable for skewed populations. 

We plan to consider various positive skewed populations with different error rates and study the 
characteristic of the difference and mean per unit estimators. As a special case we will also consider the population 
with almost equal -over and -under statement errors. 
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