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ABSTRACT  
This research study examines the effects of marital treatment on the levels of closeness among wives of 50 heterosexual married 
couples utilizing longitudinal data from a simulated study. Participants were randomly assigned to a wait-list control condition or a 
16-week marriage therapy treatment. Data were gathered at various times in time, resulting in a comprehensive longitudinal dataset 
that made it possible to examine individual and group differences in the development of intimacy through time. 
In-depth descriptive statistics and visualization techniques were used in the research to carefully examine the data's overall 
distribution as well as any trends, patterns, or probable outliers. Mixed-effect models were used for additional statistical testing, 
which included sensitivity analysis, interaction terms, and random effects for intercepts and slopes. This enabled a thorough 
evaluation of variations over time within and across groups. 
 
The Akaike Information Criterion (AIC) was used to compare the Random Intercept (RI) model to the Random Time Slope (RT) 
model. The RT model showed a better match and provided a meaningful representation of the data. Additionally, residual 
diagnostics were employed to evaluate the general model fit and to validate the model's premise. 
The findings supported the efficacy of marital treatment by showing a significant rise in closeness levels over the course of the 16-
week period. The RT model demonstrated an anticipated rise in intimacy each week, indicating that therapy sessions had a long-
term beneficial effect. The findings also showed significant individual variation, which may mean that different types of 
partnerships had different therapeutic responses. 
 
In summary, this study supports the use of a 16-week marital therapy intervention to improve intimacy between married couples. It 
also emphasizes how crucial it is to consider individual differences and particular relationship dynamics when analyzing the results 
of such interventions. Future studies might concentrate on finding variables that indicate therapy success, allowing for a more 
specialized method of marital therapy. 
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INTRODUCTION  
Longitudinal data analysis is an indispensable approach in the field of statistics, offering unparalleled insights into the temporal 
dynamics of various outcomes across a myriad of disciplines (TP & K, 2017 ). This methodology captures changes within individual 
units over time, unveiling complex patterns of temporal evolution in ways that cross-sectional studies cannot match (Tan, Shiyko, 
Li, & Dierker, 2012). It plays a crucial role in disciplines such as psychology, sociology, epidemiology, and economics, where 
understanding changes, predicting future trends based on past data, and deciphering individual differences in trajectories are of 
prime importance. 

 
This study gives an in-depth examination of a longitudinal dataset that includes measurements of wives' levels of closeness over a 
16-week period from 50 heterosexual married couples (Niall Bolger, 2013). These couples took part in an intervention trial and were 
paired up randomly to either receive marital counseling treatment or remain on the waiting list. Understanding the progression of 
intimate change over time throughout therapy and examining how this change varies between people and treatment groups are the 
main goals of this analysis(Niall Bolger, 2013). 

To extract valuable insights from the longitudinal data, our analytical strategy incorporates several complex statistical techniques 
(SL & KY, 1992, M & CY, 1999), and Locascio & Atri, 2011). To acquire a preliminary grasp of the variable distributions and 
spot any early patterns or trends, we first conduct an exploratory analysis using descriptive statistics and visualizations. 
 

As shown by a thorough survey of the literature, in our analysis of longitudinal data, we critically assessed the traditional methods 
of repeated measures ANOVA and MANOVA. Due to their capacity to take into consideration within-subject correlation, these 
conventional techniques are frequently employed when working with repeated measurements from the same subjects across time 
(Rowell and Walters 1976, Mead et al. 1993, Hand and Crowder 1996, Senn et al. 2000), (Piepho & Richter, 2004).  

However, that these methods have certain inherent shortcomings, most notably their inability to handle missing data and the 
variation in change rates among individuals. This study's overarching goals were to comprehend the trajectories of intimacy change 
through time and to offer light on the efficacy of marital treatment. We seek to guide the design of future interventions and offer 
insights that might improve relationship satisfaction among couples by considering individual differences within groups. The 
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importance of longitudinal data analysis in uncovering intricate temporal patterns and individual differences in psychological and 
social consequences is emphasized in this research, underscoring its potential to revolutionize our understanding of how people 
behave and interact. (R., D., J., & (2020), 2020), (Han, et al., 2023) 

This work instead uses random intercept and random slope models considering these drawbacks. Given that these models support 
both random variables (intercept, slope) and fixed effects (time, treatment), our decision to use them was motivated by our desire to 
present a more accurate and nuanced portrayal of the data. These models can therefore effectively handle the complexity and 
individual variability seen in longitudinal data.  

To further corroborate our findings, we employed robustness tests using techniques such as sensitivity analysis. This guaranteed 
the accuracy of our findings and enabled us to explore any significant group differences through post hoc (Nosek, et al., 2022). This 
guaranteed the accuracy of our findings and enabled us to explore any significant group differences through post hoc analysis. To 
uncover intricate linkages in our data and improve our comprehension overall, we also used data mining tools. 

 

The thorough analysis of residuals, a step essential to confirming the underlying premises of our selected models and assessing how 
well they fit our data, was a vital component of our study strategy. Our study has shown a viable alternative to traditional ANOVA 
and MANOVA procedures by implementing these methodologies, which include random intercept and random slope models, 
advanced analytics, and data mining. These methodologies have produced relevant information on longitudinal data. 

The data showed that marital therapy significantly increased wife closeness, with apparent individual differences in therapy 
response. The research underlined the need for customized interventions that take into consideration the dynamics of each person 
and each relationship (Niall Bolger, 2013). This will improve therapy outcomes and, in turn, increase couple relationships' level of 
satisfaction. 

DESCRIPTION OF DATA 
The longitudinal dataset analyzed in this report consists of data collected from individuals at multiple time points. The dataset 
includes the variables id, time, time01, intimacy, and treatment. 
The dataset contains simulated data for an intervention study that measures changes in intimacy levels over time. The study 
involved 50 heterosexual married couples who were randomly assigned to a 16-week marital therapy treatment condition or a 16-
week wait-list condition. The goal of the study was to investigate both group differences and individual differences within each 
group. 
The dataset includes five variables: 

1. Time01" variable represents a continuous measure of time, with 0 indicating the first time point and 1 indicating the final 
time point. 

2. ID, which is an integer variable that ranges from 1 to 50 and is used to identify each participant. 
3. Time, an integer variable that ranges from 0 to 15 and represents the 16-week intervention period when the intimacy level 

was measured. 
4. Intimacy, a continuous variable that ranges from 0 to 10 and measures the level of intimacy reported by participants at 

each time point. It is expected to differ between the treatment and control groups; and 
5. Treatment, a binary variable that takes the value 0 for the control group and 1 for the intervention group, indicating the 

participant's randomly assigned group. 

Response variable: intimacy (1 to 10) 
Predictor variables: time, time01, id (1 to 50), treatment (0 or 1). All variables are imputed in SAS as shown by the table in Fig 1 

 
    Figure 1 - Variables used. 

Data was collected using web diaries completed by participants. The web diaries were completed weekly by the treatment group on 
the evening before therapy sessions and by the control group on a fixed day each week. 
The dataset is longitudinal because it measures the same individuals at multiple time points, and it is hierarchical because it 
includes multiple observations for each participant. 
  



3 

PROPOSED ANALYSIS 
The proposed analysis for a longitudinal dataset with variables id, time, time01, Intimacy, and treatment will involve using several 
visualization techniques, including time plot, spaghetti plot, interaction plot, residual plot, and variogram. 
 
An analysis of the longitudinal data could involve the following steps:  

• Descriptive statistics like means, standard deviations, and frequencies should be calculated for all four variables: id, time, 
intimacy, and treatment. These statistics will provide an overview of the distribution of the data and help identify any 
missing data, or other issues that need to be addressed before proceeding to more complex analyses.  

• Visual inspection: The data should be visually inspected to look for patterns or trends in the time course of the outcome 
variable (intimacy) across the two groups (treatment vs. control). This can be done using line plots or scatterplots of 
intimacy over time for each group.  

• Group differences: The primary research question in this study is whether there are group differences in the time course 
of intimacy over the 16-week period. To test this hypothesis, a mixed-effects model should be used with time and 
treatment as predictors and intimacy as the outcome variable. The model should include random effects for both 
intercepts and slopes to account for subject-level differences within each group. The model should also include an 
interaction term between time and treatment to test for differential treatment effects over time. The model should be fit 
using maximum likelihood estimation and the significance of the fixed effects should be tested using likelihood ratio tests 
or Wald tests.  

• Sensitivity analysis: To ensure the robustness of the results, sensitivity analysis can be performed by testing different 
model specifications, such as using different covariance structures for the random effects or including additional 
covariates to control for potential confounding factors.  

• Post hoc analysis: If significant group differences are found, post hoc analyses can be conducted to explore the nature of 
these differences. For example, subgroup analyses can be performed based on demographic or clinical characteristics to 
determine whether the treatment effect is consistent across different subgroups. Alternatively, mediation analysis can be 
performed to investigate the mechanisms underlying the treatment effect. 

 Overall, the proposed analysis of the longitudinal data involves a combination of descriptive, visual, and statistical techniques to 
examine group differences in the time course of the outcome variable and identify potential factors that may influence these 
differences. 
 

ANALYSIS OF RESULTS 
A conditional model is appropriate for longitudinal data analysis when the focus is on modeling the within-individual change over 
time, while accounting for the correlation among repeated measurements from the same individual. 
 
For conditional models, we assume that the relationship between the response variable and the predictor variables may differ 
between individuals and estimate individual-specific parameters that capture the within-subject variation. In our case, we are using 
the conditional longitudinal model and assume that in the treatment group, each wife completed a web diary each week prior to the 
day of the therapy session and in the control group, each wife completed a web diary on a fixed day of the week. 

In assessing the patterns and trends in the dataset, a time plot (Figure-2) was run on the dataset set. We can see that most of the data 
were concentrated in the middle, with a few outliers. Also, from [Figure- 3], the Spaghetti plot which is another method of 
visualizing the possible flows in the data, we can see that although it looks compact, the variations go up over time. 
 An interaction plot was done, plotting outcome against time which was grouped by all the variables of interest. From Figure 4., we 
can see that there is an interaction between the treatment 0 and 1. 
 
 

         
               Figure 2-Time Plot.                                  Figure 3- Spaghetti Plot.                Figure 4- Interaction Plot 
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A variogram is a tool to describe the data spatial continuity. When several data samples are available, the analyst can use a 
variability measure between each pair of the samples at different distances to calculate the experimental variogram function 
considering the best type of the variogram fitted (CV & AG, 1998).  
 

 
 
 
 

 
Figure 5 - Variogram 
  
 
The variogram in (Figure. 5) shows that the horizontal line represents the maximum possible level of spatial autocorrelation 
between two locations in the dataset being analyzed. It indicates a theoretical line for the determination of strengths or weakness of 
association. The graph indicates a weak association at the beginning and then moves closer to the horizontal line, which shows 
strong association. The means and variances of the intimacy of women increases and decreases overtime. This indicates that the 
pattern is not continuously decreasing or increasing. The means of the intimacy of women increases and decreases overtime.  
The pattern is not continuously decreasing or increasing.  
 



5 

 
Figure 6 – Scatter Plot 

 
 
 
From the scatter plot matrix, Figure. 6, there is randomness, and the association gets weaker over time. The association, however, is 
fairly moderate since the highest association or relationship between id and time is 0.61. The residual correlation matrix in Figure. 7 
also aligns with this result as most of the residuals are within the same range as the scatter plot matrix. 
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Figure 7 – Correlation Matrix 

 
Two models were run, the Random Intercept model (the reduced model) and the Random Time Slope model (full model). A 
summary of the 2 models is found below: 
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Figure 8 – Random Intercept Model 
 

The Random Intercept (RI) model is: 

𝑌"!" = 3.0729 − 0.4043	𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡!" + 0.07973	𝑡𝑖𝑚𝑒!" + µ! + 𝜀!" 

Terms: 

1. 𝑌"!" : This is the dependent variable, representing the predicted outcome. In the context of the study, this would likely 
represent the wives' level of intimacy. 

2. 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡!":	The treatment condition (marital counseling or control/waiting list) is indicated by this independent 
variable. It is a binary variable, usually recorded as 0 for "control" or "no treatment received" and 1 for "treatment 
received." The coefficient -0.4043 indicates that, in comparison to the control group, receiving the therapy (marital 
counseling) is linked to a decline in the anticipated result (degree of closeness). 

3. 𝑡𝑖𝑚𝑒!" : This is also an independent variable, denoting the time point at which the measurement was taken (from 1 to 16 
weeks). The positive coefficient of 0.07973 indicates that as time increases, the predicted intimacy level increases. 

4. 3.0729: This is the regression equation's constant or intercept. When all the independent variables (treatment and time) are 
equal to zero, it symbolizes the anticipated result (degree of intimacy). Practically speaking, this would be the anticipated 
level of intimacy for study participants in the control group at the outset. 

5. µ!: This is the random subject effect with variation 𝜎"# 

6. 𝜀!": This is the error with the variation 𝜎e#  
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Figure 9 – Random Time Model 
 
 

The Random Time (RT) model is: 

𝑌"!" = 3.0070 − 0.2726	𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡!" ++0.07973	𝑡𝑖𝑚𝑒!" +	µ#!+µ$! ∗ 𝑡!" + 𝜀!" 

1. 𝑌9 𝑖𝑡 : This is the dependent variable representing the predicted outcome. In the context of the study, this likely represents 
the predicted wives' level of intimacy at a particular time for a particular individual. 

2. i: This is an index for the individual or subject in the study. In this case, 'i' would denote a specific wife among the 50 
wives participating in the study. It allows us to account for the individual differences among wives, which is essential in a 
longitudinal study. 

3. t: This is an index for time, denoting the specific time point at which the measurement was taken (across the 16 weeks). It 
allows the model to account for changes over time. 

4. µ$!: This is the fluctuation in the baseline. 
5. µ%!:	This is the fluctuation in the time effect. 

 
The coefficients and variables have the same interpretation as mentioned in the previous response: 

 
𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡!':	 This is an independent variable, denoting the treatment condition (marital counseling or control/waiting 
list). The coefficient -0.2726 suggests that receiving the treatment (marital counseling) is associated with a decrease in the 
predicted outcome (level of intimacy) as compared to the control group. 

1 time: This is also an independent variable, denoting the time point at which the measurement was taken. The positive 
coefficient of 0.07973 indicates that as time increases, the predicted intimacy level also increases. 

 
The criterion for selecting the best model is the Akaike Information Criterion (AIC). The Random Time Slope model was selected 
since it had the smallest AIC (2851.7) (Figure 9) compared to the Random Intercept model (2885.5). (Figure 8 and Figure 9). Based on 
AIC, the selected model is the Random Slope Model. 
 
 
Also, a likelihood ratio test was done to determine the most appropriate covariance structure and to check whether the larger model 
(RT model) explains significantly greater information about the intimacy for wives from 50 heterosexual married couples who 
participated in a 16-week marital therapy treatment or a wait-list condition or not since we chose it as our best model.  
The null and alternative hypotheses were defined as follows: 
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𝐻$: A larger model does not explain significantly greater information. 

𝐻%: A larger model explains significantly greater information. 
 
From the data analysis of the likelihood ratio test (Fig. 10), the RT model has a p-value that is less than 0.001. This indicates that the 
RT model explains significantly greater information.  
 
For further analysis, we move on to find the residual diagnostics to help determine the overall model fit. Although the RT model 
was chosen as the better model, we ran a residual diagnostic on it to ensure that it satisfies the model assumptions. 
Initially, the adequacy of the standard random intercept model should be assessed. From the results, the residuals have a range of 
(3.41 and 3.23), indicating that observed values are larger than those predicted by the model. Furthermore, the residual plot displays 
large values and distinct "groups" of observations that indicate the model may not be capturing certain factors. The Shapiro-Wilk 
normality test is highly significant, with a p-value of 0.3, and the normal probability plot follows a straight line. These results 
suggest that the RT Model does not fit very well. 
  

Figure 10 – Residual Plots 
    
 
 
Also, considering the fit of the standard random intercept model. The residuals have a range of (-3.95, 4.41), suggesting observed 
values much larger than predicted using the model. The plot of residuals versus predicted values shows large values, and clear 
“groups” of observations that suggest something is not being captured by the model. The Shapiro-Wilk test of normality is highly 
significant, with a p-value of 0.7 and the normal probability plot shows a fairly normal distribution.  
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Figure 11 Residuals for Intimacy 

 
A semi-variogram plot is used to examine the relationship between the spatial lag distance (i.e., the distance between pairs of 
points) and the semi-variance (i.e., the average of the squared differences between pairs of points). Fig 14 shows a high association 
for the RT model, but Fig 10 shows that the association for the RI model moves from higher to weak over time. 
Based on the above results, the RT Model is the best model for explaining the intimacy for wives from the 50 heterosexual married 
couples who participated in the 16-week marital therapy treatment. 
  

CONCLUSION 
In conclusion, this longitudinal dataset provides simulated data on the time course of an outcome, representing a study of wives 
from 50 heterosexual married couples randomly assigned to a 16-week marital therapy treatment condition or a wait-list condition. 
The dataset includes four variables: id, time, intimacy, and treatment. The intervention is expected to produce group differences in 
the time course and subject-level differences within each group. The data may be used to investigate the effects of marital therapy 
on intimacy in married couples over time. The dataset is a valuable resource for researchers interested in studying the effectiveness 
of marital therapy and the dynamics of intimate relationships within couples. 
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APPENDIX 
 

FILENAME REFFILE '/home/u58919495/time.csv'; 

 

PROC IMPORT DATAFILE=REFFILE 

 DBMS=CSV 

 OUT=Analysis; 

 GETNAMES=YES; 

RUN; 

 

PROC CONTENTS DATA=Analysis; RUN; 

 

/*view mean and standard deviation of dataset*/ 

 

proc means data=Analysis Mean StdDev ndec=3; 

run; 

 

/*normalize the dataset*/ 

proc stdize data=Analysis out=normalized_Analysis; 

 var id intimacy time time01 treatment ; 

run; 

 

/*print normalized dataset*/ 

proc print data=normalized_Analysis; 

 

/*view mean and standard deviation of normalized dataset*/ 

proc means data=normalized_Analysis Mean StdDev ndec=2; 

 var id time time01 intimacy treatment; 

run; 
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/* Calculate the min and max values */ 

proc sql; 

    select min(intimacy), max(intimacy) 

    into :min_intimacy, :max_intimacy 

    from Analysis; 

quit; 

 

/* Apply the min-max normalization */ 

data Analysis_Norm; 

    set Analysis; 

    intimacy_normalized = (intimacy - &min_intimacy) / (&max_intimacy - &min_intimacy); 

run; 

 

/* Histogram */ 

proc sgplot data=Analysis; 

    histogram intimacy; 

run; 

 

/* Time Plot */ 

proc sgplot data=Analysis; 

    series x=time y=intimacy; 

run; 

 

/* Spagheti Plot */ 

PROC SQL; 

    CREATE TABLE Analysis_means AS 

    SELECT time, id, MEAN(intimacy) AS intimacy_mean 

    FROM Analysis 

    GROUP BY time, id; 

QUIT; 

PROC SGPLOT DATA=Analysis_means; 

    SERIES X=time Y=intimacy_mean / GROUP=id; 

RUN; 

 

/* Interaction Plot */ 

PROC SQL; 
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    CREATE TABLE Analysis_means AS 

    SELECT time, treatment, MEAN(intimacy) AS intimacy_mean 

    FROM Analysis 

    GROUP BY time, treatment; 

QUIT; 

PROC SGPLOT DATA=Analysis_means; 

    SERIES X=treatment Y=intimacy_mean / GROUP=time; 

RUN; 

 

/* VARIOGRAM */ 

PROC REG DATA=Analysis; 

    MODEL intimacy=treatment; 

    OUTPUT OUT=Analysis_residuals RESIDUAL = residuals; 

RUN; 

 

PROC VARIOGRAM DATA=Analysis_residuals; 

    COMPUTE MAXLAGS=10 LAGDIST=10; 

    COORDINATES xc=id yc=time; 

    VAR residuals; 

RUN; 

 

PROC SGPLOT DATA=Analysis_residuals; 

    SERIES x=id y=time / LINEATTRS=(color=blue thickness=2); 

RUN; 

 

 

/* Means and Variances*/ 

PROC MEANS DATA=Analysis; 

    VAR intimacy; 

    BY time; 

    OUTPUT OUT=Means_By_Time MEAN=Mean_Intimacy; 

RUN; 

 

PROC MEANS DATA=Analysis ; 

    VAR intimacy; 

    BY time; 
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    OUTPUT OUT=Variances_By_Time VAR=Variance_Intimacy; 

RUN; 

 

/* Residuals*/ 

DATA Analysis_residuals; 

    SET Analysis ; 

RUN; 

PROC CONTENTS DATA = Analysis_residuals;  

RUN; 

DATA ResidualData; 

    SET Analysis_residuals; 

    RENAME residuals=residualData; 

RUN; 

PROC CONTENTS DATA = Analysis_residuals;  

RUN; 

 

 

PROC TRANSPOSE DATA=Analysis_residuals OUT=Analysis_Wide(drop=NAME) 
PREFIX=time; 

    BY id; 

    ID time; 

    VAR intimacy; 

RUN; 

 

/*Scatter Plot*/ 

PROC SGSCATTER DATA=Analysis_Wide; 

    MATRIX _NUMERIC_; 

RUN; 

 

 

PROC STDIZE DATA=Analysis_Wide OUT=Analysis_Wide NOMISS; 

RUN; 

 

DATA Analysis_Wide ; 

    SET Analysis_Wide ; 

    IF CMISS(of ALL) > 0 THEN DELETE; 

RUN; 
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/*RESIDUAL CORRELATION MATRIX */ 

OPTIONS NONOTES NOSTIMER NOSOURCE NOSYNTAXCHECK; 

 

PROC CORR DATA=Analysis_Wide OUTP=CorrOut; 

    VAR _NUMERIC_; 

RUN; 

 

/*Conditional Longitudinal Models-RI-Model*/ 

 

PROC MIXED DATA=Analysis; 

    CLASS id treatment; 

    MODEL intimacy = treatment time / SOLUTION; 

    RANDOM intercept / SUBJECT=id TYPE=VC; 

RUN; 

/*Random Slope Model*/ 

PROC MIXED DATA=Analysis; 

    CLASS id treatment; 

    MODEL intimacy = treatment time / SOLUTION; 

    RANDOM intercept time / SUBJECT=id TYPE=UN; 

RUN; 

/*Comparing Models*/ 

PROC MIXED DATA=Analysis; 

    CLASS id treatment; 

    MODEL intimacy = treatment; 

    RANDOM intercept / SUBJECT=id TYPE=UN; 

    RUN; 

 

PROC MIXED DATA=Analysis; 

    CLASS id treatment; 

    MODEL intimacy = treatment time; 

    RANDOM intercept time / SUBJECT=id TYPE=UN; 

    RUN; 

 

/*Likelihood Ratio Test*/ 

PROC MIXED DATA=Analysis METHOD=ML; 

    CLASS id treatment; 
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    MODEL intimacy = treatment; 

    RANDOM intercept / SUBJECT=id TYPE=UN; 

    RUN; 

     

PROC GLM DATA=Analysis; 

    CLASS treatment; 

    MODEL intimacy = treatment; 

    OUTPUT OUT=Resid_Pred P=Predicted R=Residuals; 

    RUN; 

PROC UNIVARIATE DATA=Resid_Pred ; 

    VAR Residuals; 

    OUTPUT OUT=RangeResid RANGE=RangeResid; 

    RUN; 

 

PROC PRINT DATA=RangeResid; 

    VAR RangeResid; 

    RUN; 

/*This print calculates the range of reasiduals*/ 

 

/*Normality plot */ 

PROC UNIVARIATE DATA=Resid_Pred PLOT; 

    VAR Residuals; 

    QQPlot Residuals / NORMAL (MU=EST SIGMA=EST); 

    RUN; 

     

/*Shapiro-Wilk Test*/ 

PROC UNIVARIATE DATA=Resid_Pred; 

    VAR Residuals; 

    HISTOGRAM / NORMAL; 

RUN; 

 

/*computation of residuals and predicted values from the random time model (RTModel)*/ 

 

proc reg data=Analysis; 

   model intimacy = time time01 treatment; 

   output out=resid_data r=residual p=predicted;  
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run; 

 

/* To see the range of residuals, you might use proc means */ 

proc means data=resid_data min max; 

   var residual; 

run; 

 

proc reg data=Analysis outest=estimates ; 

   model intimacy = time time01 treatment; 

run; 

 

proc score data=Analysis score=estimates out=scored_data; 

   var time time01 treatment; 

run; 

 

/*Q-plot*/ 

PROC REG DATA=Analysis; 

    MODEL intimacy = time time01 treatment; 

    OUTPUT OUT=RegOut PREDICTED=RIPred RESIDUAL=RIResid; 

RUN; 

QUIT; 

PROC SGPLOT DATA=RegOut; 

    SCATTER x=RIPred y=RIResid; 

RUN; 

QUIT; 

 

/*Residuals of RT moDEL*/ 

/* Create dataset with residuals */ 

DATA Residuals; 

    SET Analysis; 

    RTResid = RESIDUAL; 

RUN; 

 

/* Perform Shapiro-Wilk test and create Q-Q plot */ 

PROC UNIVARIATE DATA=Residuals PLOTS; 

    VAR RTResid; 
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    HISTOGRAM / NORMAL; 

    QQPLOT / NORMAL (MU=EST SIGMA=EST); 

    PROBPLOT / NORMAL; 

RUN; 

QUIT; 

 
 


